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SUMMARY

In this paper, we present a Bayesian analysis of two-factor experiments under the inverse
Gaussian distribution. We assume an additive or no-interaction model and a noninformative
prior density for the parameters of the model. We compare the proposed Bayesian methodo-
logy with the usual classical approach considering a data set also analysed by Bhattacharyya

and Fries (1983).
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1 Introduction

In this paper, we present a Bayesian analysis of two-factor experiments under the inverse
Gaussian family of distributions, denoted as JG(6, A\) whose probability density function is
given by

A\l/2 A y 2
f(y:6,)) = W CIP{- 2 (; = 1) (1)
where y > 0;6,) > 0.

The mean and variance of this distribution are 8 and 63/, respectively.

The basic properties of this density are given in Tweedie (1957) and an extensive survey
is given by Folks and Chhikara (1978). A Bayesian analysis of this model is given by Achcar,
Bolfarine and Rodrigues (1991) considering a Jeffreys noninformative prior density for the
parameters 8 and A.

Bhattacharyya and Fries (1982) explored the relation of the parameter 8 to a stress variable
given by the reciprocal-linear form,

87! = a + X 2)

where X is a stress variable associated to each failure time Y. Achcar and Rosales (1992)
present a Bayesian analysis of the model (2) considering a Jeffreys prior density for the pa-
rameters and Laplace’s method for approximation of integrals (see for example, Tierney and
Kadane, 1986) to get marginal posterior densities of interest.

In this paper, we present a Bayesian analysis for balanced two-factor experiments with the
IG distribution (see for example, Bhattacharyya and Fries, 1983), considering a noninforma-
tive prior for the parameters. We also compare the Bayesian estimates with the maximum
likelihood estimates considering a data set introduced by Ostle (1963).

2 A Two-Factor Life Test Model

Consider a two-factor life test with I levels of the row factor A and J levels of the column
factor B. At each factor setting or cell (7,7),n items are tested and their failure times Y;;x, k =
1,2,---,n, recorded. The observations are assumed to be independent with Y;;; distributed
as IG(6;j,0). Let us assume an additive or no-interaction model

o,.-,.‘ = p+oi+ 0, (3)

e = 2}-’=1 B; = 0, where p,ais and f3;s represent general effect, the row effects and the
column effects, respectively. Observe that, for the IG distribution we must also have 6;; > 0



for all (¢,7) and o > 0, that is, u + a; + B; > 0 for all &, ;.

Also observe that,

E(Y5) =63 + 2. (4)

A =1
and var (Y,-_,-l) = Za 4 2(2)?

where ?.'j = Y 1Yiir/n.

3 Maximum Likelihood Estimators
From (1) and (3), the log-likelihood function is given by

lx - 1IJnlino

(5)
- (20)7 LT S Y Wik (k4 i + ;) - 1)

where 3,0 = 35;8; =0.

Since 3 ;a; = 3°; B; = 0, we can delete the last components of o' = (aj,-:-,ar) and
B = (b,---,B1), and define the new parameters

,é’ = (#1 (25 PR sal—laﬂh " aﬂJ—l)a ’Ll)’ = (’9, ,0’). (6)
For every (1, 7), we can identify the (/+ J — 1) - vector X ;; consisting of —1's,0's and 1’s
such that p+a; 4+ f; = ,f?' Xi;1<1<1,1<j<J. Forexample, X ;; has its first element

1 and all other elements —1's (see Bhattacharyya and Fries, 1983). Define the IJ x (I +J - 1)
and (J+J —-1)x (I +J - 1) matrices X and M as

X' = (Xn, X 12,0004 Zﬁ'u)

(7)
M = X'DX
where D = diag (711,?12, i ,_}71J). We observe that
def
X'1 =1(1,0,..,0) =1 ¢ = § . 8)

With this notation, the log-likelihood function (5) takes the form
























